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1. Test Conclusion

1.1 Test Contents
<Describe the test contents.>

<Provide the name of the performance test scheme document corresponding to the test report.>

1.2.  Test Summary
<Provide a summary of the test contents: including whether a specific scenario meets the standard, bottleneck for the scenario that failed to meet the standard, hazards and optimization suggestions; perform contrast analysis on scenarios if necessary.>

<Highlight the prerequisites (for example, baffle settings and delay) for the test.>

1.3.  Estimation of the Production Environment
<Estimate production environment indicators according to the test results.>

1.4.  Parameter Adjustment
<According to the test results, provide optimal settings for key parameters such as size of the thread pool, size of the connection pool and RMB unack value.>

1.5.  Shortcomings and Suggestions
<Describe the shortcomings of the test. (Note: This section mainly describe the shortcomings of the test process rather than shortcomings of specific test scenarios.) For example, differences between the test environment and the formal environment; unstable subsystems that affect the test efficiency; change of the system under test under unknown circumstances during the test; some factors that may affect the test results.>

2.  Test Environment

2.1.  Test Engineers
<Briefly describe the execution of the performance test.>

	Engineer
	Role

	Zhang San
	Contact person for test development

	Li Si
	Project contact person

	Wang Wu
	Test development


2.2.  Test Networking
<Provide the simple networking diagram in the actual test process; identify baffles in the networking diagram; provide baffle details such as baffle position, policy and delay.>

2.3.  Software and Hardware Environment
<Provide the number of pressure-test clients and deployment of each process on the server under test that involves the IP address, port, Java Virtual Machine (JVM) parameter and important system configurations such as thread pool, database connection pool and RMB-related configurations.>

2.4.  Pressure-test Clients
	Machine IP Address
	Process Description
	CPU
	Memory
	Description

	
	
	
	
	


<If pressure-test clients run in a non-Internet Data Center (IDC) environment, mainly describe the number of pressure-test clients that are concurrently running and the resources of the operating environment.>

2.5.  Server Under Test
	Machine IP Address
	Process Description
	CPU
	Memory
	Description

	
	
	
	
	


<Provide the IP address information and port information about the database and TDSQL gateway; check whether the processes running on the virtual machine are deployed on the same physical machine with other pressure-test nodes.>

2.6.  Software Version
<Code version of each subsystem under test>

	Item
	Version No
	Description

	
	
	


3.  Test Results

3.1.  Test scenario: Scenario Name 
3.1.1. 
Test Purpose

3.1.2. 
Scenario Description

<Describe the execution flow, preferably including the corresponding sequence diagram or call graph.>

3.1.3.
Test Time

<Describe the execution time of the test case to facilitate backtracking and troubleshooting.>

3.1.4.
Test Conclusion

<List the transactions per second (TPS), concurrency, average response time, maximum response time, minimum response time, timeout rate, failure rate and the time consumed for important interface invocations in the scenario; list the CPU, memory, disk input and output (IO), network and database. >

<The provided data shall reflect the performance turning point and the comparison between the data before the turning point and the data after the turning point, as shown in the following table:>

	Concurrency
	Number of Successful Transactions
	TPS
	Failure
	Failure Rate
	Average Response Time (s)

	100
	20000
	50.00
	0
	0.00%
	0.8

	150
	20000
	70.00
	0
	0.00%
	1.1

	200
	20000
	90.00
	0
	0.00%
	1.6

	250
	20000
	112.00
	0
	0.00%
	1.9

	300
	19999
	121.00
	1
	0.01%
	2.4

	350
	19766
	122.00
	234
	1.17%
	2.75

	400
	15739
	119.00
	4261
	21.31%
	3.8


<Mainly analyze the bottleneck subsystem (it is better to be specific to the service; specify the type of system resources that are critical) at the turning point.>

3.1.5.
Data Acquisition

<CPU usage, load, memory, network and disk IO of the bottleneck node; screenshots on the TNM2>

<Statistics on the time consumed by and failure rates of the directly and indirectly dependent interfaces>

<RMB queues of important interfaces; monitor screenshots>

<Database resources of important subsystems and bottleneck nodes; whether the database resources support structured query language-based (SQL-based) slow query>

<TDSQL gateway resources of important subsystems and bottleneck nodes>


3.1.6.
Bottleneck Analysis

<Analyze the bottleneck according to the preceding test data; focus on the analysis process.>

<Provide contingency plans for the bottleneck. For example, adding machines or increasing the dedicated-line bandwidth>

Appendix

4.1. 
References

<Provide all the documents that this document refers to> For example:

Performance Test Scheme for XX
XX System HLD Specifications
XX Interface Specifications
XX Sequence Diagram
4.2.
Configuration Files

<Relevant configuration files of important subsystems can be packaged in a .zip file.>

4.3.
Raw Test Data

<Generally, test engineers record data in the .xlsx files during the test.>

4.4.
Relevant Log Files

<If an important log file that is generated during the test is large, users may specify the storage address of the file on the server to facilitate backtracking and checking.>
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